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Abstract In this paper we present a page classification

application in a banking workflow. The proposed archi-

tecture represents administrative document images by

merging visual and textual descriptions. The visual de-

scription is based on a hierarchical representation of

the pixel intensity distribution. The textual descrip-

tion uses latent semantic analysis to represent docu-

ment content as a mixture of topics. Several off-the-shelf

classifiers and different strategies for combining visual

and textual cues have been evaluated. A final step uses

an n-gram model of the page stream allowing a finer-

grained classification of pages. The proposed method

has been tested in a real large-scale environment and

we report results on a dataset of 70,000 pages.

Keywords Digital mail room · multimodal page

classification · visual and textual document description

1 Introduction

Big corporations and public institutions such as banks,

insurance companies, city halls, or national health ser-

vices along with their citizens and clients create massive

amounts of documents –faxes, letters, forms, invoices,

etc.– that more often than not have to be dealt with in a

close to real-time manner. These are vital communica-

tions with clients, providers and other stakeholders that
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flow into, through, and out of the organization. Pro-

cessing paper-based correspondence is a labor-intensive

task. Letters are opened, read, sorted, routed and de-

livered. Depending on the contents, the contained doc-

uments are then forwarded to the appropriate recipient

for the required action. The needs of the market have

been the leading force behind a huge amount of research

and development across the document life-cycle from

digitization to image analysis and from indexing and

classification to knowledge management, re-purposing

and routing. The collective application of the above pro-

cesses for the management of document flows at large

scales is known as the Digital Mail Room.

Document Analysis research provides solutions for
automating the screening process and determining the

document type (whether invoice, contract, letter, etc.),

and for extracting the relevant information from each

document with minimal human intervention. This in-

formation is stored in appropriate databases for future

querying and feeding outbound communications.

In this paper we present a page classification appli-

cation tested in a banking workflow. When asking for a

mortgage or a line of credit, the bank asks clients to de-

liver paperwork in bulk in order to study the viability

of the financial transaction. Such paperwork contains

tax forms, invoices, contracts, etc. Before analyzing the

risk of this operation, the bank digitizes all this material

and categorizes each page for forwarding to a specific

analyst. This paper presents our proposed page classi-

fication system aimed at mitigating the load of manual

effort devoted to page categorization.
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1.1 Related Work

Document image classification is a mature research topic

and many different approaches have been proposed in

the literature. The interested reader is referred to the

survey papers on document image representation, re-

trieval and classification from Doermann [12] and Chen

and Blostein [8]. Besides the supervised machine learn-

ing techniques used for classifying the incoming images

(k-NN, decision trees, SVM, neural networks, etc.), the

different methods can be categorized according to the

used document representation.

First there are methods that define document classes

in terms of visual similarity. The proposed descriptors

normally use statistics computed over low-level features

in order to encode how documents “look”. For instance,

Héroux et al. proposed in [24] a document descriptor

that encodes in a hierarchical fashion pixel densities

within a grid partition. Sidiropoulos et al. [38] proposed

a similar descriptor that encodes the average of gray in-

tensity over an adaptive grid. In [19], Gordo et al. pro-

posed a document description based on multi-scale run-

length histograms. Such simple descriptors are helpful

when dealing with problems where documents from the

same class are visually similar although their contents

might change (e.g. forms).

More elaborate methods encode document similar-

ity in terms of their structure. Structural features are

obtained from either a logical or physical layout analy-

sis of document pages. Physical layout analysis decom-

poses document images into blocks and document sim-

ilarity can be expressed in terms of the spatial relation-

ships among these blocks. For example, Bagdanov and
Worring construct an attributed relational graph [3] in

order to model the layout structure within a document

genre. Cesarini et al. use X − Y trees in [6] to both

physically segment and describe the document types.

In [16] Gaceb et al. use a hierarchical graph coloring

strategy to simultaneously perform segmentation and

physical description. As an example of the family of

methods that describe documents in terms of the struc-

ture of logical elements, we cite the work by Dengel and

Dubiel presented in [10]. In this case the document de-

scription encodes how logical elements are located and

which are the spatial relationships among them. Struc-

tural descriptors are much more robust for assessing

visual similarity among document classes than image-

based methods. However, they have the drawback that

computing a mapping between two layout structures is

computationally expensive.

Finally, document classes can be defined in terms of

content similarity [1]. After a complete transcription of

the documents, document similarity can be expressed

by means of textual content. In general, text documents

are represented as a set of words together with their as-

sociated frequencies in each document, which is known

as the bag-of-words model. Because of its simplicity for

classification purposes, most text classification methods

use the bag-of-words representation, combined with a

wide variety of different classifiers [39,36]. Refinements

of the bag-of-words model for both feature selection

(e.g. [40]) and feature transformation (e.g. latent se-

mantic analysis [9], probabilistic latent semantic anal-

ysis [25], and latent Dirichlet allocation [5]) have been

proposed in order to model document contents in terms

of a mixture of topics. Textual content descriptors are

of course suitable when dealing with document classes

that “talk” about the same topic although the visual

appearance of documents within a class may differ. In

the specific case of administrative documents such as in-

voices, some ad-hoc document representations in terms

of discriminative keywords have been proposed in the

literature [27,22]. Such domain-specific representations

offer high classification performances but are usually

not generalizable to broader document collections.

In our application, we deal with document classes

where visual similarity is strong evidence (such as forms

and invoices from the same provider) and classes that

exhibit strong textual content similarity and no prede-

fined standard look-and-feel (such as audit reports or

contracts). This fact motivates the use of an architec-

ture that combines multiple modalities. However, very

few attempts on fusing different information modal-

ities for document image classification can be found

in the literature. For instance the work by Erol and

Hull presented in [14] achieved a semantic classification

of administrative documents by merging features from

different domains, namely, textual, color, handwriting

or layout features. More recently, the paper presented

by Augereau et al. in [2], inspired byu our previous

work [32], proved the success of the combination of vi-

sual and textual features for administrative document

classification.

On the other hand, there are very few works in the

literature dealing with multipage documents [18,32] or

with the treatment of image streams [21]. We strongly

believe that in digital mailroom scenarios in which doc-

uments are often digitized in bulk, the use of the context

of which pages come before or after the others is strong

evidence to exploit when categorizing individual pages.

1.2 Contributions

In this paper we present a page classification applica-

tion in a banking workflow. The proposed strategy rep-

resents administrative document images by merging vi-
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sual and textual descriptions. Several off-the-shelf clas-

sifiers and combination strategies have been tested.

The main contributions of the paper are twofold.

First, we describe a multimodal representation of ad-

ministrative document images. Very few attempts at

combining different views of document images have been

studied in the literature. We show how the combina-

tion of both modalities clearly outperforms the exclu-

sive use of either visual or textual information. In ad-

dition, we present an exhaustive analysis of the perfor-

mance of different state-of-the-art classifiers and combi-

nation strategies. The second contribution is an n-gram

model of the sequential distribution of different pages

as they appear in the processed stream, yielding an ex-

tra improvement on the final page classification. The

proposed method has been tested in a real large-scale

environment and we report results of experiments on

70,000 pages.

The remainder of this paper is organized as follows.

In Section 2 we present an overview of the proposed ar-

chitecture. Section 3 is devoted to the multimodal docu-

ment image description strategy. In Section 4 we briefly

describe the classifiers and the combination schemes we

used. The addition of sequential information by means

of an n-gram model is detailed in Section 5. Experi-

mental results are presented in Section 6. Finally, con-

clusions and further research lines are discussed in Sec-

tion 7.

2 System Overview

Our proposed system architecture is illustrated in Fig. 1.

Given a flow of incoming documents, both visual and

textual descriptors and specific classifiers are computed

in parallel. The visual modality encodes the appearance

of the document image in terms of pixel densities and

the classifier outputs the probabilities of belonging to

each document class. Regarding the textual modality, a

commercial OCR engine transcribes document images.

After some pre-processing steps, a bag-of-words rep-

resentation of the document is projected onto a topic

space by means of Latent Semantic Analysis (LSA).

Finally, the textual classifier outputs class probabilities

as well. Later, a combination step weights the influence

of visual and textual cues in order to output the indi-

vidual page classification. An n-gram model of the page

stream is finally used. A rejection threshold is set on the

confidence value of the classification in order to refuse

categorizations with weak evidence.

Fig. 1: Overview of the proposed system architecture.

3 Multimodal Description of Document Images

Our proposed description method combines textual in-

formation with a global visual document image descrip-
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tion. We first detail the visual description of document

images and then the textual content descriptor.

3.1 Visual Description

Within the document analysis and retrieval literature,

many descriptors encoding the visual appearance of

document images have been proposed. In this paper

we use a simple description of documents that encodes

pixel densities at different scales. In order to remove

small details and noise from the incoming images, a

Gaussian smoothing operator is used to blur the im-

ages before computing the visual descriptor.

We use the multiscale descriptor presented by Héroux

et al. in [24] which encodes pixel densities at different lo-

cations and at different scales. This descriptor, although

extremely simple and efficient to compute, has proven

to yield very competitive results [24,17] when compared

to more elaborate structural descriptors. Besides being

discriminative it also tolerates slight skew deformations.

Each document image is recursively split into rectangu-

lar regions to form a pyramid. In each region the pixel

density is computed and stored in the corresponding

position of the feature vector. We can see an example

of the first levels of the pyramid in Figure 2. In our ex-

perimental setup, we use four scale levels, yielding an

85-dimensional visual descriptor fv. The visual feature

vectors are finally normalized by their L2-norm.

Fig. 2: Example of the multiscale pixel density descrip-

tor.

3.2 Textual Description

In order to use textual information as another source

to perform classification, we have used latent seman-

tic analysis. The document images are OCRed with

the commercial OCR from ABBYY1. Given the ASCII

1 ABBYY Finereader Engine 9

representations of each document image, a text prepro-

cessing step is applied. Then the use of LSA overcomes

some of the problems of directly using a bag-of-words

model since it adds semantic coherence to the obtained

results. We begin by detailing the preprocessing steps.

3.2.1 Text Preprocessing

Before extracting the textual descriptor for each docu-

ment image, we apply several off-the-shelf preprocess-

ing methods that help increase the robustness of the

obtained textual description.

The first preprocessing step is to reduce inflected

and derived words to their root in order to treat them

equally. This process is known as stemming. We have

used the Spanish version of the Porter stemming algo-

rithm implemented in the Snowball [29] system. Then,

stopword filtering is applied to eliminate very common

words that do not convey any semantic information. In

our experimental setup we end with a dictionary con-

taining nearly 600,000 terms.

Finally, we represent each document image by its

bag-of-words vector ft. Each ft is then weighted by ap-

plying the tf-idf model [33]. This normalization empha-

sizes the terms that are frequent in a particular docu-

ment and infrequent in the complete document corpus.

The tf-idf weighting scheme assigns to each term t a

weight in the document d given by

tf-idft,d = tft,d × idft, (1)

where tft,d is the term frequency, i.e. the number of

occurrences of term t in document d, and idft is the

inverse document frequency computed as

idft = log

(
N

dft

)
, (2)

where N is the total number of documents and the doc-

ument frequency dft corresponds to the number of doc-

uments in the collection that contain the term t.

3.2.2 Latent Semantic Analysis

The classic bag-of-words model has some shortcomings.

Often, the words appearing in the document to be clas-

sified are not the same as those from the documents in

the corpus. Users in different contexts often use dif-

ferent words to describe the same information. This

phenomenon is known as synonymy. The problem of

synonymy often hinders the accuracy of classifiers. In

addition, the dimensionality of bag-of-words represen-

tations might explode when dealing with large datasets

and it is often advised to somehow reduce the size of

the representation. In order to overcome this problem,
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Deerwester et al. introduced in [9] the latent seman-

tic analysis technique. The motivation of using LSA is

that, given a text classification framework, it is able

to classify documents that are conceptually similar in

meaning in a given class, even if they do not share a sig-

nificant set of words among them, while also drastically

reducing the dimensionality of the feature vector.

The LSA model assumes that there exists some un-

derlying semantic structure in the descriptor space. This

semantic structure is defined by assigning to each doc-

ument a set of topics, which can be estimated in an

unsupervised way using standard statistical techniques.

The goal is to obtain a transformed space where doc-

uments having similar topics but with different terms

will lie close.

From our corpus, we select a subset of documents

that will be used as the training set to build the LSA

space. We represent the training set with a term-by-

document matrix A ∈ RM×Q, where M is the number

of different terms and Q is the number of documents

in the training set. The transformed space is obtained

by decomposing the training term-by-document matrix

into three matrices by a truncated Singular Value De-

composition (SVD). In order compute the truncated

SVD aiming to reduce the descriptor space to T topics

we proceed as follows:

A ' Â = UTST (VT )
>
, (3)

where UT ∈ RM×T , ST ∈ RT×T and VT ∈ RQ×T .

In our experimental setup, we use a value of T = 300

topics, which offers a good tradeoff between the de-

scriptor’s dimensionality and the achieved discrimina-

tive power.

When encoding the whole corpus, each feature vec-

tor ft is projected to the topic space in order to obtain

the topic descriptor f̂t by

f̂t = f>t UT (ST )
−1
. (4)

Finally, each topic descriptor f̂t from the corpus is nor-

malized using the L2-norm. In this work we used the

LSA implementation technique proposed by [31]. This

technique introduces a streamed distributed algorithm

for incremental SVD updates which has the advantage

that it does not need a single-pass matrix decomposi-

tion algorithm that operates in constant memory with

regard to the collection size. It presents and important

advantage when dealing with large data collections.

4 Multimodal Classification

For the sake of completeness, in our experiments we

have tested a number of different off-the-shelf classifiers

and different strategies for combining visual and textual

cues. We first briefly enumerate the classifiers used in

our study and then the combination approaches.

4.1 Supervised Classifiers

In order to provide a thorough analysis of classifier per-

formance, we have chosen to test classifiers from three

different families. We evaluate a distance-based classi-

fier, a number of Bayesian classifiers, and finally some

kernel classifiers.

To represent distance-based classifiers, we used a

simple k-nearest neighbor (k-NN) classifier. The cosine

distance is used between the input and the training

samples.

The second family of tested classifiers are proba-

bilistic ones [13] based on Bayes’ theorem. Within this

family we have used the näıve Bayes classifier (NB)

and both linear and quadratic Bayes normal classifiers

(LDC and QDC respectively).

Finally, we have tested kernel classifiers. We have

chosen the support vector machines classifier with three

different kernels [28]: the radial-basis function kernel,

the χ2 kernel and the histogram intersection kernel (SVM-

RBF, SVM-χ2 and SVM-HI, respectively).

For the k-NN and the Bayes classifiers we have used

the implementations in the PRTools [23] package. For

the SVM classifiers we have used the LibSVM [7] li-

brary.

4.2 Combination of Visual and Textual Classifications

For each visual and textual page description, we obtain

feature vectors fv and f̂t describing the pages. Separate

visual and textual classifiers are trained to test which

is the most pertinent information. In addition, in order

to combine both information cues, in our experiments

we have tested an early fusion and four different late

fusion strategies:

– Early fusion encodes the documents in a single

histogram descriptor. Both features vectors fv and

f̂t are concatenated into a single feature vector fvt
which is L2-normalized again. Here, a new classifier

handling combined feature vectors has to be trained.

– Late fusion strategies perform individual page clas-

sifications for each of the information cues and then

combine the classifier outputs into a single proba-

bility vector. Each visual and textual classifier out-

puts an a posteriori probability vector Pv and Pt,

respectively, and the late fusion strategies combine

them into a single probability vector Pvt identifying

the most probable class both in terms of visual and
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textual evidences. We have tested four different late

fusion approaches:

– SUM combines the probability vectors by adding

them with a previous power normalization step.

Pvt = P iv + P jt , with i, j ∈ [0, 1].

– PROD multiplies the probability vectors after

also applying a power normalization factor to

each of them.

Pvt = P iv × P
j
t , with i, j ∈ [0, 1].

– MAX computes the fusion by taking the max-

imum of the probability vectors after a power

normalization step.

Pvt = max
(
P iv, P

j
t

)
, with i, j ∈ [0, 1].

– LOG uses logistic regression to achieve a single

combined probability vector.

Pvt =
1

1 + e−(β0+β1Pv+β2Pt)
, with β0, β1, β2 ∈ [0, 1].

5 Modeling the page stream with n-grams

In a document stream, individual documents are not

independent of each other and contextual information

can be used to increase classification accuracy. We have

used an n-gram model similar to the ones proposed

in [35,26]. In order to include contextual information,

the conditional occurrence probabilities are estimated

on the training set. Assume we have a document stream

d̂ = d1, . . . , dD, where each document of a certain type

c(di) ∈ {1, . . . , C} is to be classified. Then, the n-gram

probability of a document is defined as the probability

of the document di being of a certain type a conditioned

on the types of the n− 1 previous documents

ps (c(di) = a | c(di−n+1), . . . , c(di−1)) .

With this is mind, the goal is to find the sequence

of document classes ĉ = c1, . . . , cD that maximizes at

the same time the class probabilities according to the

individual classifiers

D∏
i=1

ps(c(di) = ci)

as well as the probability according to the n-grams

D∏
i=1

ps (c(di) = ci | c(di−n+1), . . . , c(di−1)) .

This can be solved with a token passing algorithm,

similar to those used for speech or handwriting recog-

nition with hidden Markov models [41]. In such a to-

ken passing algorithm, each token represents a certain

classification hypothesis of the documents from the be-

ginning up to a certain point. A token ϑ is defined by

three values: ϑ.p is the classification probability of the

followed hypothesis, ϑ.h is the history, which is a link

to a token at a previous time step, and ϑ.c is the class

of the current document.

The algorithm is initialized by different classifica-

tion hypotheses for the first document which are stored

in separate tokens in a list L1. Then, the algorithm it-

erates over all documents in the sequence. For a time

step t, a token ϑ in list Lt−1 is used to generate C new

tokens in list Lt. Such a new token ϑ′ stands for the

hypothesis that the documents d1 . . . dt−1 are classified

according to token ϑ and the new document dt is clas-

sified as c(dt) = j. The values of the new token are

therefore

ϑ′.c = j

ϑ′.p = ϑ.p · ps(c(dt) = j) · ps (c(dt) = j | · · ·) (5)

ϑ′.h = ϑ

To keep the runtime from becoming exponential, only

the best N tokens are kept in each list before the next

list is created. The final class sequence can be retrieved

in backward order, starting from the token with the

highest probability in the last list LD and following

the links back to the beginning. An illustration of the

algorithm is given in Fig. 3.

A

B

D

C

A

B

A

A

A

A

A

B

C

B

A

B

C

B

C

A

Fig. 3: Illustration of the token passing algorithm. For

each document the ordered list with recognition hy-

potheses is given. The final classification is BAABB
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6 Experimental Results

We first validate the visual and textual descriptors us-

ing public document image datasets, then we introduce

our in-house dataset, the evaluation measures and the

experimental framework used to assess the performance

of the proposed system and then analyze the obtained

results.

6.1 Descriptor Evaluation using Public Datasets

In order to validate the proposed visual and textual

features, we have run a simple classification experiment

over the NIST Tax Forms Dataset (SPDB2) [11] and the

MARG [15] medical papers dataset. The NIST dataset

contains 5590 tax form images spread over 20 different

categories, whereas the MARG dataset consists of 1553

first pages of medical papers categorized into 9 different

layout classes. Here visual and textual features were

used alone and we used a 1-NN classifier in a one-versus-

all setup. The obtained results are given in Table 1.

We observe that the proposed features are really

performant on the NIST dataset; both visual and tex-

tual representations perfectly classified the documents

in a one-versus-all setup. On the MARG dataset, which

is ground-truthed at the layout level (i.e. two docu-

ments are considered from the same class if they share

the same layout structure), obviously a textual content

representation fails to achieve good classification accu-

racies whereas the visual representation is more suit-

able in those scenarios (although it does not reach the

classification accuracies of pure layout descriptors).

6.2 In-house Dataset

Our dataset consists of nearly 70,000 real document

images sampled from a banking workflow. This cor-

responds to a portion of certain types of documents

received during two months. This dataset contains 13

different document classes which have been manually

labeled.

Note that the class labels are defined in terms of doc-

uments. Since the incoming documents are multipage,

this requires that different pages from the same doc-

ument share the same label although they might look

different and contain different textual content. Exam-

ples of such documents are given in Figure 4.

In order to train the classifiers and validate the dif-

ferent parameters involved in our architecture, we have

split this collection into two different sets, each corre-

sponding to a month of documents. The training set

a)

b)

c)

d)

Fig. 4: Example of four classes from our mailroom

stream. a) Tax forms, b) balance sheets, c) property

registry records and d) Proofs of investment (usually

invoices).

consists of 38,313 images and the test set has 31,424

images.

Over the training set we have used a 10-fold cross-

validation strategy to train the classifiers and validate

the different parameter values such as the k in the k-NN

classifier, c and γ for the SVMs, the power normaliza-

tion factors i and j for the late fusion strategies, and

so on.

In order to measure the performance of the system,

we report the classification accuracy rates for all the

classifiers, information cues and combination strategies.

In addition, in order to evaluate the rejection ability of

the system, we report the accuracy-coverage plot which

is an indicator of the accuracy evolution as we keep on

rejecting classifications.

6.3 Results

In Table 2 we present the classification accuracies ob-

tained by the different page representations, the dif-

ferent classifiers and combination strategies. If we first

look at the independent visual and textual classifica-

tion, we see that in our use case the textual features
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Table 1: Classification rates for the NIST and MARG datasets.

NIST MARG

Visual Textual Visual Textual

Our proposal 100 100 83.64 29.23

[34] 99.82
[37] 99.70

[20] 100 94.78
[4] 92.60

[30] 97.50

Table 2: Classification rates for different classifiers and different combination strategies. The best performance

without combination, with the early fusion an late fusion are highlighted.

LDC QDC NB 10-NN SVM-RBF SVM-χ2 SVM-HI

No Combination
Visual 72.90 77.98 63.03 82.77 85.54 83.25 81.36
Textual 86.79 82.81 81.05 92.11 94.78 94.57 94.67

Early Fusion 64.77 75.07 65.33 89.10 93.78 92.64 94.30

Late Fusion

SUM 90.34 91.95 84.06 95.48 95.12 95.18
PROD 90.41 91.05 84.51 95.49 95.13 95.19

MAX 89.70 90.85 81.43 95.30 94.86 94.85

LOG 89.74 90.93 81.71 95.41 94.99 95.04

clearly outperform the visual representation no matter

which classifier we use. The best results are obtained

with the SVM classifier using a radial basis kernel for

both the visual and textual representations. These re-

sults indicate that, in our scenario, textual content is

more discriminative than visual page appearance. Re-

garding the classifiers, the Bayesian ones perform much

worse than the kernel-based ones, although the k-NN

classifier performs respectably.

Concerning the early fusion combination, we ob-

serve that the best classifier is the SVM using the his-

togram intersection kernel. Again, Bayesian classifiers

do not compare to the performance achieved with the

kernel-based ones. However, it is worth noting that the

early fusion strategy is not a good option in our sce-

nario. No matter the classifier, better performance is

obtained when using the textual description alone than

when trying to combine the visual and textual page

descriptors with early fusion.

Late fusion experiments for the k-NN classifier were

not carried out since it does not output an a posteriori

probability vector. For the rest of the classifiers, we see

that no matter which late fusion strategy we use, we

obtain better performance than the use of the single

modalities alone. This means that, even if the textual

representation outperformed the visual one when used

alone, the addition of visual information helps to disam-

biguate some cases where the textual information is not

pertinent. We have conducted a paired-sample t-test at

the 0.01 significance level and the gain in performance

when combining modalities against the performance of

the textual description alone was statistically signifi-

cant for all the classifiers. Except for the QDC classi-

fier, the best performance is obtained when using the

PROD late fusion combination strategy. Here again the

best classifier is the SVM with the radial basis function

kernel, although the difference with the other kernel-

based classifiers and fusion strategies is not significant.

There is however an important improvement when com-

pared with the Bayesian classifiers.

In Fig. 5 we report the confusion matrices for the

13 classes when using the visual, the textual modali-

ties alone and the late fusion PROD combination with

the SVM-RBF classifier. Observe how the visual classi-

fier misclassifies many more elements than the textual

or the combined approaches. We also see that the main

confusions are between just a few document classes (e.g.

classes 7, 8, 11, 12 or 13), and that the use of textual

information attenuates this. Such failure cases corre-

spond to classes that are visually heterogeneous, such

as invoices, receipts or audit reports. The slight im-

provement with respect to the textual representation

when combining textual and visual information is in-

appreciable in the confusion matrices, but is present in

eight of the thirteen classes. In fact, these eight classes

are the ones in which the visual descriptor provides ac-

ceptable results. We conclude that for classes that can

be either visually or textually represented, the use of

combined features provides better accuracies. Whereas

for classes in which one of the modalities is not really



9

Graphical

T
ar

ge
t

Prediction

 

 

2 4 6 8 10 12

2

4

6

8

10

12

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

a)

Textual

T
ar

ge
t

Prediction

 

 

2 4 6 8 10 12

2

4

6

8

10

12

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

b)

Combination

T
ar

ge
t

Prediction

 

 

2 4 6 8 10 12

2

4

6

8

10

12

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

c)

Fig. 5: Confusion matrices obtained for the a) visual, b)

textual and c) multimodal experiments when using an

SVM with the RBF kernel and the PROD late fusion

strategy.

suitable (visually representing an invoice class or tex-

tually representing a class sharing a certain layout) the

combination of textual and visual modalities hinders

the final performance against the sole use of the most

suitable modality.
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Fig. 6: Coverage-Accuracy plot when using the rejection

strategy.

We report in Fig. 6 the coverage versus accuracy

plots for different classifiers when using a rejection thresh-

old over the final probability issued by the combination

of classifiers. Depending on the application scenario, the

threshold can be set to a low value in order to provide

low rejection rates at the risk of accepting falsely clas-

sified pages. Or it can be increased in a conservative

fashion, and in such a scenario just highly confident

classifications are accepted and thus rejecting a signifi-

cant number of positive samples. The coverage accuracy

plot shows the accuracy drop when the system is asked

to provide an answer for more and more elements from

the collection (i.e. as the rejection threshold is set from

conservative to more tolerant values). Again, the SVM

classifier yields the best performance. For instance, in

order to reach a 98% classification accuracy, the sys-

tem with the SVM classifier rejects approximately 10%

of the incoming pages whereas the näıve Bayes classifier

rejects more than 50%. We also appreciate the signifi-

cant drop in accuracy for the same document coverage.

Finally, for the most rigid and critical scenarios, we

see that the proposed method is able to reach a 100%

recognition rate by just rejecting 35% of the pages and

forwarding them to manual inspection.

In Table 3 the classification rates when using doc-

ument n-grams after classification with the SVM-RBF

classifier are given. The results show that the inclusion

of n-gram probabilities increases recognition accuracy

both when using the textual and visual features alone
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Table 3: Classification rates using different n-gram doc-

ument probabilities together with the SVM-RBF classi-

fier with different features. Again, the best performance

for each feature are highlighted.

used Visual Textual Combined
n-gram Features Features Late Fusion

2-grams 88.53 96.38 96.83

3-grams 88.66 96.47 96.90
4-grams 88.66 96.51 96.93

5-grams 88.57 96.44 96.84

6-grams 88.50 96.39 96.82
7-grams 84.26 93.48 94.33

and in the combined scenario. In particular, the best

results are obtained when using the late fusion strat-

egy in combination with 5-grams, where the accuracy

is boosted from 95.49% to 96.84%.

7 Conclusions

In this paper we have presented a page classification

application tested in a banking workflow. The proposed

architecture represents administrative document images

by merging two different modalities, namely visual and

textual descriptions. The visual description relies on the

pixel intensity distribution whereas the textual descrip-

tion uses latent semantic analysis to represent docu-

ment content as a mixture of topics. The performance

of Bayesian, distance-based and kernel-based classifiers

has been analyzed. Early and late fusion strategies aimed

at combining the visual and textual cues have also been

compared. A final step modeling the page stream by

means of an n-gram model has been used to refine the

individual page classification. The proposed method has

been tested in a real large-scale environment and we re-

port results on experiments with 70,000 pages.
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26. Meilender, T., Beläıd, A.: Segmentation of continuous docu-

ment flow by a modified backward-forward algorithm. In:
Proceedings of the Document Recognition and Retrieval

(2009)
27. Misue, K., Sakakibara, Y.: Building of a document classi-

fication tree by recursive optimization of keyword selection
function. US Patent US5463773 A (1995)

28. Odone, F., Barla, A., Verri, A.: Building kernels from binary

strings for image matching. IEEE Transactions on Image
Processing 14(2), 169–180 (2005)

29. Porter, M.: Snowball: A language for stemming algorithms

(2001)
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