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ABSTRACT
Cross-modal retrieval methods have been significantly improved
in last years with the use of deep neural networks and large-scale
annotated datasets such as ImageNet and Places. However, collect-
ing and annotating such datasets requires a tremendous amount
of human effort and, besides, their annotations are limited to dis-
crete sets of popular visual classes that may not be representative
of the richer semantics found on large-scale cross-modal retrieval
datasets. In this paper, we present a self-supervised cross-modal
retrieval framework that leverages as training data the correlations
between images and text on the entire set of Wikipedia articles.
Our method consists in training a CNN to predict: (1) the semantic
context of the article in which an image is more probable to appear
as an illustration, and (2) the semantic context of its caption. Our
experiments demonstrate that the proposed method is not only ca-
pable of learning discriminative visual representations for solving
vision tasks like classification, but that the learned representations
are better for cross-modal retrieval when compared to supervised
pre-training of the network on the ImageNet dataset.
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1 INTRODUCTION
The emergence of large-scale annotated datasets such as ImageNet [4],
Places [41] and MS-COCO [16] has undoubtedly been one of the
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Figure 1: Method overview: Wikipedia articles contain tex-
tual description of a subject, these articles are also accom-
panied with illustrative images supporting the text. These
images are often accompanied by captions. A Latent Dirich-
let Allocation (LDA) [3] topic modeling framework gener-
ates a global contextual representation of the textual infor-
mation from entire text article. The same LDA model gen-
erates a local contextual representation from the per-image
caption. These two text representations are jointly used to
supervised the training of deep CNN.

key ingredients for the tremendous impact of deep learning on
almost every computer vision task. However, there is a major issue
with the supervised learning setup in large scale datasets; collecting
and manually annotating those datasets requires a great amount
of human effort. On the other hand, the fact that the annotations
on such datasets are usually limited to discrete sets of popular vi-
sual classes, may not necessarily be an optimal training setup for
cross-modal retrieval datasets.

As an alternative to the fully supervised setup, self-supervised
learning methods aim at learning discriminative visual features
by designing auxiliary tasks for which the target labels are free to
obtain. These labels provide supervision for the training of com-
puter vision models the same way as in supervised learning, but
the supervisory signal can be directly obtained from the training
data, either from the images themselves [5, 21] (uni-modal training)
or from a complementary modality that is found naturally corre-
lated with them [1, 9, 18] (multi-modal training). Unlike supervised
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learning, where visual features are learnt from human generated
labels, in self-supervised learning labels are automatically obtained.

In this paper we present a self-supervised cross-modal retrieval
framework that leverages as supervisory signal the correlations
found between images and text on a large collection of illustrated
articles in order to learn discriminative visual features that could
potentially transfer well to any general computer vision task, such
as image classification or object detection. We hypothesise that the
learned representations by using such approach can be used more
naturally in a cross-modal retrieval framework than the represen-
tations learned from annotated datasets for image classification.

Gomez and Patel et al. [9, 19] have proposed in the past self-
supervised representation learning using Wikipedia articles. Their
method consists in learning a Latent Dirichlet Allocation (LDA)
model from the entire corpus of text articles, and then training a
CNN to predict the semantic context of images by using as training
labels the semantic level representations (the probability distribu-
tion over semantic topics) of the articles in which they appear, as
provided by the LDA model. An assumption made in their method
is that all the images within a given text article have the same
target semantic representation, which is obtained from the LDA
model. However, images within a Wikipedia article can be dras-
tically different in terms of appearance and semantic content. To
overcome this, we create a new Wikipedia dataset with captions
which is similar to the one used in the TextTopicNet [9, 19] method,
but also containing the image captions from Wikipedia. Thus, as
illustrated in Figure 1, the training data in our method comes in a
triplet form (image, text article, image caption).

Our intuition is that adding another target representation based
on image captions could provide more image specific training self-
supervision. Furthermore, we experimentally show that our train-
ing procedure leads to significantly better results for both cross-
modal retrieval and image classification.

Following are the major contributions made in this paper:
• We propose a multi-task learning framework to train a CNN
that predicts text representations obtained from text articles
(global context) and per-image captions (local context).

• We experimentally demonstrate that the self-supervisedly
learned visual features are generic enough for other com-
puter vision tasks and outperform other self-supervised and
naturally supervised approaches on standard benchmarks.

• Without using any form of semantic information, ourmethod
outperforms both unsupervised and supervised approaches
on cross-modal retrieval (image-to-text and text-to-image)
benchmarks on Wikipedia [23] and Pascal sentences [7].

• The Wikipedia image-article dataset [19] consist of only
images and text articles, and as an auxiliary contribution, we
release a large scale dataset obtained from EnglishWikipedia
consisting of images, per-image captions and text articles.

2 RELATEDWORK
2.1 Self-Supervised Visual Representations
As an alternative to fully-supervised algorithms, there has recently
been a growing interest in self-supervised or naturally-supervised
approaches that make use of non-visual signals, intrinsically corre-
lated to the image, as a form to supervise visual feature learning.

The objective of those methods is to learn visual representations
(without human annotations) that are generic to work well across a
wide range of object classes and at the same time are discriminating
enough to be useful for classical computer vision tasks such at
image classification, object detection, semantic segmentation etc.

Among various categories of such methods, our work is most
similar to multi-modal self-supervised learning alrogithms that
attempt to utilize the structure in one modality to provide the
training supervision for co-occuring modality.

Owens et al. [18] make use of sound as a modality to provide
supervisory signal. They do so by training a deep CNN to predict a
hand-crafted statistical summary of sound associated with a video
frame. Gomez & Patel et al.[9] make use of Wikipedia documents
which consist of text articles and co-occuring images. First, a La-
tent Drichilet Allocation (LDA) [3] topic model is learned on the
entire Wikipedia dataset. Second, text articles are represented in
the form of topic-probabilities using learned LDA model. Finally, a
convolutional neural network is trained on images in Wikipedia,
where the target label is the representation of corresponding text
article.

Our work is more closely related to [9, 19, 20], however, as pre-
viously mentioned, their approach makes use of same target repre-
sentation for all images within a text article.

2.2 Cross-Modal Representation Learning
Two general categories of the representation learning methods for
cross-modal retrieval can be: (a) real-valued, (b) binary valued. The
binary methods are more focused on efficiency and aim to map
the items from different modalities on a common binary hamming
space [27, 29, 37, 42].

Our approach falls in the category of real-valuedmethods.Within
this category ofmethods the training for cross-modal retrieval could
be: unsupervised [2, 8, 11, 30, 38] or supervised [10, 33, 34, 39].

Zhang et al.[40] propose a multimodal hashing method, called se-
mantic correlation maximization (SCM), which integrates semantic
labels into the hashing learning procedure. Gong et al.[10] propose
a novel three-view CCA (CCA-3V) framework, which explicitly
incorporates the dependence of visual features and text.

Wang et al.[34] propose a novel regularization framework for the
cross-modal matching problem, called LCFS (Learning Coupled Fea-
ture Spaces). It unifies coupled linear regressions, l21-norm and trace
norm into a generic minimization formulation so that subspace
learning and coupled feature selection can be performed simultane-
ously. Furthermore, they extend this framework to more than two-
modality case in [33], where the extension version is called JFSSL
(Joint Feature Selection and Subspace Learning). Wang et al.[31]
propose an adversarial learning approach for cross-modal retrieval.

While most of these supervised or unsupervised approaches
attempts to learn a common embedding space for the prupose of
cross-modal retrieval, they assume that the visual representations
are provided by a pre-trained CNN (either AlexNet [14] or VGG-
16 [28]) on ImageNet dataset [25]. The cost (human annotation
effort) of this pre-training is not accounted by cross-modal retrieval
methods. Further, the underlying assumption of is that ImageNet
pre-trained features transfer well for cross-modal retrieval.
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3 WIKIPEDIA DATASET WITH CAPTIONS
In order to obtain a training dataset for our method, we scrapped
the entire English Wikipedia while considering only articles with at
least 50 words and illustrated with at-least one image. Similarly to
the preprocessing of ImageCLEF dataset we filtered small images (<
256 pixels) and images with formats other than JPG. Furthermore,
we only considered the images for which captions are available.
With these constraints our dataset consists of 1.8 million images
with captions and the associated text article that they appear with.

4 METHOD
In this section, we first elaborate the Latent Dirichlet Allocation
(LDA) [3], which is used for representing text articles and image
captions, and thus for generating target representations for training
the CNN. Then, we go over the training of the CNN.

4.1 Latent Dirichlet Allocation
LDA [3] is a generative statistical model of a text corpus where each
document can be viewed as a mixture of various topics, and each
topic is characterized by a probability distribution over words. LDA
can be represented as a three level hierarchical Bayesian model.
Given a text corpus consisting of M documents and a dictionary
with N words, Blei et al.define the generative process [3] for a
document d as follows:

• Choose θ ∼ Dirichlet(α).
• For each of the N wordswn in d :
– Choose a topic zn ∼ Multinomial(θ ).
– Choose a word wn from P(wn | zn , β), a multinomial
probability conditioned on the topic zn .

where θ is the mixing proportion and is drawn from aDirichlet prior
with parameter α , and both α and β are corpus level parameters,
sampled once in the process of generating a corpus. Each document
is generated according to the topic proportions z1:K and word
probabilities over β . The probability of a document d in a corpus is
defined as:

P (d | α, β ) =
∫
θ
P (θ | α )

(
N∏
n=1

∑
zK

P (zK | θ )P (wn | zK , β )

)
dθ

Learning LDA [3] on a document corpus provides two set of pa-
rameters: word probabilities given topic P(w | z1:K ) and topic
probabilities given document P(z1:K | d). Therefore each document
is represented in terms of topic probabilities z1:K (K is the number
of topics) and word probabilities over topics. Any unseen document
can be represented in terms of a probability distribution over topics
of the learned LDA model by projecting it into the topic space.

4.2 Network Architecture
Throughout our experiments, we make use of AlexNet architecture
[14]. The choice of AlexNet is justified because most of the existing
self-supervised methods make use of this same architecture [1, 9, 18,
19, 21, 32]. Further, we compare to cross-modal retrieval methods
with reported performance using AlexNet [10, 11, 23, 26, 33, 34].
Thus the use of AlexNet architecture is for fair comparisons. Till
the fc7 layer the architecture is same as standard AlexNet [14],
which is followed by two fully-connected branches one prediction

caption level topic probabilities and other predicting article level
topic probabilities.

4.3 Learning Self-Supervised Representations
The multimodal document from Wikipedia can be thought as a
training sample, xi . This multimodal document consists of text
article xAi , image captions xCi and images x Ii . Let Φ(x

A
i ) and Φ(xCi )

be the text topic probability distributions given by LDA 4.1 for
the document text and the image captions accordingly. The deep
CNN is trained to predict the above topic distributions given the
corresponding article image, and producing as outputs: fA(x Ii ,Θ)
(for article) and fC (x

I
i ,Θ) (for caption).

The loss is computed as the cross entropy between the LDA topic
distribution and the predicted distribution. The overall risk term
on the training data will be:

R =
i=N∑
i=1

[

topic=K∑
topic=1

Φ(xAi )topic loд(fA(x Ii , Θ)topic )

+

topic=K∑
topic=1

Φ(xCi )topic loд(fC (x Ii,topic , Θ)topic )]

(1)

where N is total number of samples in the training data, K is
the number of topics in the LDA model [3] and Θ maps to the
learnt CNN parameters. Note that K is a hyper-parameter and we
fix K = 40 throughout the experiments.

Learning to predict the target topic probability distributions we
minimize a sigmoid cross-entropy loss as shown in the overall risk
term Eq. 1. We use a Stochastic Gradient Descent (SGD) optimizer,
with base learning rate of 0.001, with a step decay after every
200, 000 iterations by a factor of 0.1, and momentum of 0.9. The
batch size is set to 128. With these settings the network converges
after 500, 000 iterations of training.

5 EXPERIMENTS
We will first compare the learnt visual representations with other
self-supervised methods on the task on image classification on a
standard benchmark datasets (Section 5.1). Next, we compare our
method with various cross-modal retrieval methods (Section 5.2).

5.1 Self-Supervised Features for Image
Classification

Self-supervised learned features are tested for image classification
on PASCAL VOC 2007 [6] dataset. In total there are 9,963 images,
and 20 semantic classes. The data has been split into 50% for train-
ing/validation and 50% for testing. The setup here is multi-label,
that is, each image can be classified into multiple classes.

We extract features from the top layers of the CNN (fc7, fc6,
pool5) for each image of the dataset. Then, for each class we perform
a grid search over the parameter space of an one-vs-all Linear SVM
classifier 1 to optimize its validation accuracy.

In Table 1, we compare our results on the PASCAL VOC2007
test set with different state-of-the-art self-supervised learning algo-
rithms using features from different top layers and SVM classifiers.

1Liblinear implementation from http://scikit-learn.org/

http://scikit-learn.org/
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Method max5 pool5 fc6 fc7

Ours - 53.8 54.9 56.8

TextTopicNet (Wikipedia) [19] - 51.9 54.2 55.8
TextTopicNet (ImageCLEF) [9] - 47.4 48.1 48.5
Sound [18] 39.4 46.7 47.1 47.4
Texton-CNN 28.9 37.5 35.3 32.5
K-means [13] 27.5 34.8 33.9 32.1
Tracking [36] 33.5 42.2 42.4 40.2
Patch pos. [5] 26.8 46.1 - -
Egomotion [1] 22.7 31.1 - -

ImageNet [14] 63.6 65.6 69.6 73.6
Places [41] 59.0 63.2 65.3 66.2

Table 1: PASCAL VOC2007 mAP comparison for image
classification with supervised (bottom), and self-supervised
(middle) methods.

Our method which leverages global and local contexts for self-
supervised training achieves state-of-the-art performance as seen
in Table 1. This demonstrates that a network that identifies global
and local semantic contexts in which an image is more probable to
appear gives better visual representations.

5.2 Cross-Modal Retrieval
As seen in Fig. 1, the final layer of the network projects the images
on same representation as text as obtained by the LDA model (Sec-
tion 4.1). Therefore, cross-modal retrieval can be directly done by
making use of LDA topic probabilities for text and network final
predictions for image. We use KL-divergence as a distance metric
to short the samples of the target modality, since both the LDA
encoding and the CNN output represent probability distributions.

5.2.1 Wikipedia. Weuse theWikipedia retrieval dataset [23], which
consists of 2,866 image-article pairs split into train and test set of
2,173 and 693 pairs respectively. Further, each image-document pair
is labeled with one of the ten semantic classes [23]. In Table 2 we
compare our results with supervised and unsupervised multi-modal
retrieval methods discussed in [35] and [12]. Supervised methods
make use of class or categorical information associated with each
image-document pair, whereas unsupervised methods do not. All
of these methods use LDA for text representation and CNN features
from pre-trained CaffeNet, which is trained on ImageNet dataset
in a supervised setting. We observe that our method leads to state-
of-the-art performance, even when compared to fully supervised
approaches. This demonstrates that training a network to predict
both the global and local semantic contexts in which it is more
probable to appear leads to better learning for retrieval task. Fur-
ther note that, except ours and TextTopicNet [9, 19] all the other
methods use ImageNet pre-trained network.

5.2.2 Pascal Sentences. We also evaluate our method on pascal
sentences dataset [7] which is a subset of pascal VOC dataset. It
contains 1000 pairs of an image alongwith several sentences from 20
categories. While, the other methods randomly split the dataset into
600 training and 400 testing samples, we test on all 1000 samples.
This is due to the fact that we do not make use of this dataset for
training at any point. Table 3 provides an extensive comparisonwith

Method
Image
Query

Text
Query Average

Ours 39.10 43.40 41.25
TextTopicNet (Wikipedia) [19] 37.63 40.25 38.94
TextTopicNet (ImageCLEF) [9] 39.58 38.16 38.87

CCA [11, 23] 19.70 17.84 18.77
PLS [24] 30.55 28.03 29.29

SCM* [23] 37.13 28.23 32.68
GMMFA* [26] 38.74 31.09 34.91
CCA-3V* [10] 40.49 36.51 38.50
GMLDA* [26] 40.84 36.93 38.88
LCFS* [34] 41.32 38.45 39.88
JFSSL* [33] 42.79 39.57 41.18

Table 2: Mean average precision (MAP) comparison on
Wikipedia dataset [23] with supervised (bottom), unsuper-
vised (middle) and self-supervised (top) methods. Methods
marked with asterisk make use of document (image-text)
class category information.

Method
Image
Query

Text
Query Average

Ours 32.6 36.0 34.3
TextTopicNet (Wikipedia)[19] 30.1 35.2 32.7
TextTopicNet (ImageCLEF) [9] 26.4 31.6 29.0

CCA [11, 23] 9.90 9.7 9.8
CFA [15] 18.7 21.6 20.2
KCCA (Poly) [11] 20.7 19.1 19.9
KCCA (RBF) [11] 23.3 24.9 24.1
Bimodal AE [17] 24.5 25.6 25.1
Multimodal DBN [30] 19.7 18.3 19.0
Corr-AE [8] 26.8 27.3 27.1
JRL [39] 30.0 28.6 29.3
CMDN [22] 33.4 33.3 33.4

Table 3: Mean average precision (MAP) comparison on pas-
cal sentences dataset [7] with supervised image represen-
tations (bottom) and self-supervised image representations
(top) methods.
existingmethods. Compared to other retrieval methods that use self-
supervised visual representations [9, 19], our method achieves 1.6%
higher MAP with 1

4th the size of training data. This demonstrates
the efficacy of jointly using global and local self-supervision signals.

6 CONCLUSION
In this paper, we put forward a self-supervised method that takes
advantage of the natural correlation between an article’s text and
the images used to illustrate it, in order to learn useful visual repre-
sentations.

We demonstrated that the learned visual features can transfer
well to any general computer vision task such as image classifi-
cation, while they can be directly used in a cross-modal retrieval
framework yielding state of the art results both on the Wikipedia
retrieval and the Pascal Sentences datasets. 2

2Trainedmodels and dataset are publicly available at: https://github.com/yash0307/Self-
Supervised-Retrieval
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