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ABSTRACT

As a fundamental step of document related tasks, document
classification has been widely adopted to various document
image processing applications. Unlike the general image clas-
sification problem in the computer vision field, text document
images contain both the visual cues and the corresponding
text within the image. However, how to bridge these two
different modalities and leverage textual and visual features
to classify text document images remains challenging. In
this paper, we present a cross-modal deep network that en-
ables to capture both the textual content and the visual in-
formation included in document images. Thanks to the effi-
cient jointly learning of text and image features, the proposed
cross-modal approach shows its superiority to the state-of-
the-art single-modal methods. In this paper, we propose to
use NASNet-Large and Bert to extract image and text fea-
tures respectively. Experimental results demonstrate that the
proposed cross-modal approach achieves new state-of-the-art
results for text document image classification on the bench-
mark Tobacco-3482 dataset, outperforming the current state-
of-the-art method by 3.91% of classification accuracy.

Index Terms— Text document image classification,
cross-modal feature learning, deep CNNs.

1. INTRODUCTION

Document images can be classified into various classes based
on their textual content and/or their structural properties [1].
It is an important step of various document image process-
ing tasks such as document retrieval, information extraction,
and text classification. Benefiting from the great progress
of image feature learning by convolutional neural networks
(CNNs), document images can be classified based on their vi-
sual information seen as a conventional image classification
problem as in [2]. However, the classification of document
images based only on visual information may encounter the
problem of low inter-class and high intra-class structural vari-
ations of text document images [3] as shown in Fig. 1. Rather
than the general image classification problem, document im-
ages contain both the visual cues and the corresponding text
which present visual-text semantic relationships. The distinct

(a) Form (b) Report

(c) News (d) Email

Fig. 1. Sample images from Tobacco-3482 dataset showing
the low inter-class and high intra-class of structural variations
of document images.

semantic relationships can be used to mitigate the issue of am-
biguity between inter/intra-class documents with only visual
information.

In this paper, we propose a cross-modal approach with
deep two-headed networks which is capable to learn simulta-
neously the text content and the structural visual information
from document images as shown in Fig. 1. In order to repre-
sent the document text content, an optical character recogni-
tion technique (OCR) is considered to extract the text within
the document image. The latent semantic analysis is follow-
ing the OCR based on both left and right context. Instead of
ELMO (shallow bidirectional) [4] and OpenAI-GPT 1(one di-
rection, left to right), the deep bidirectional pretrained BERT
model [5] is introduced to learn the text semantic features. On
the other hand, Neural Architecture Search Network (NAS-
Net) [6] pretrained on ImageNet is proposed to extract rele-
vant visual features of the document images in Tobacco-3482
dataset [7]. Rather than the [8, 9], we propose mainly two
different methods, i.e. concatenating and superposing the text
and image features to generate the fusing features. Finally the
best performance is obtained with the superposing features.

1https://openai.com/blog/better-language-models/

https://openai.com/blog/better-language-models/


Tesseract 
OCR

FC

Global Average
Pooling

Fusion

10

FC

FC

Fig. 2. The proposed cross-modal deep network performs
document image classification by jointly learning text and im-
age features.

The contributions of our paper are as follows:

• We propose a cross-modal deep network that jointly
learns text-image features to classify document images
which achieves new state-of-the-art results.

• We propose to use NASNet-Large and BERT to extract
image-text features respectively, which achieve state-
of-the-art results among the single-modal methods.

• We introduce three feature fusion methods to merge
text-image features in the cross-modal framework.

2. RELATED WORK

Recently, several deep learning techniques have been pro-
posed and have shown their notable performance for the text
document image classification task. In [10], the concept of
transfer learning was used to improve the classification ac-
curacy on the standard Tobacco-3482 dataset, using AlexNet
architecture pre-trained on ImageNet dataset. Another work
in the area introduced region based modelling [11] by using
transfer learning on the larger RVL-CDIP2 dataset. Also, in
[12] AlexNet, VGG-16, GoogLeNet, and ResNet-50 models
were tested using transfer learning on the RVL-CDIP and
Tobacco3482 datasets. In comparison, [13] concentrated on
speed by replacing the fully connected portion of the VGG
architecture with extreme learning machines (ELM). There-
fore, there have been lately numerous studies on text-based
document classification, following [14] work, structure-based
features were used to classify text content of a document
image. Moreover, [15] experimented with one-class SVM
for document classification based on various text features
such as TF-IDF. Furthermore, [16] presented a survey on
different text classification algorithms. Recent learned word
embedding approaches such as Word2vec [17], Glove [18],

2https://www.cs.cmu.edu/˜aharley/rvl-cdip/

ELMO, FastText3, XLNet [19], have led to significant im-
provements in the area by learning lexical, syntactic, seman-
tic, and pragmatic approaches to extract relevant information
from text-based documents. Latest works have achieved
state-of-the-art results by combining both textual and visual
features to perform text image classification. In [20], a hybrid
approach was proposed to capture contextual information us-
ing an RNN, followed by a CNN to extract features. Another
recent pipeline [9] has jointly performed visual and textual
feature extraction using existing models MobileNet [21] and
FastText. Moreover, [8] has come with a novel approach,
leveraging textual and visual features to classify document
images, by introducing a filter based feature-ranking algo-
rithm, followed by a multi-channel CNN, jointly performed
with a InceptionV3 [22] network.

3. CROSS-MODAL LEARNING

3.1. Image Features

In the recent past, deep learning has been widely used in
multiple domains including text document image classifi-
cation. Specifically, transfer learning pretrained models on
the large-scale ImageNet dataset to the document classifica-
tion problem is very common. In this work, we trained the
NASNet-Large model pretrained on ImageNet to extract the
image features for document classification on the Tobacco-
3482 dataset. For effective training, we applied shear trans-
form data augmentation with a range of 0.1, which enables
to augment the training data by stochastically transforming
each input sample during SGD training. Also, we introduced
cutout data augmentation [23] to improve regularization of
CNNs, which removes the redundancy of the images and aug-
ments the dataset by partially occluded versions of existing
samples. For the final layers of the NASNet-Large, the fea-
ture maps obtained are pooled via global average pooling and
passed to a fully connected layer to perform classification via
a softmax layer. The categorical cross-entropy loss function
of softmax is given by:

Ls1(X1; Θ1) =

K∑
k=1

−yklogP (yk|X1, θk)

= −
K∑
k=1

yklog
ef

θk (X1)∑K
1 ef

θ
k′ (X1)

(1)

Where {X1,Θ1} ∈ Rd1 , and d1 is the dimension of X1 fea-
tures of the Image branch. K is the number of classes in the
dataset, yk ∈ {0, .., 9} is the one-shot label of the feature
X1, P (yk|X1, θk) is the softmax function over the activation
function fθk(X1) where {θk}Kk=1 = Θ1, θk ∈ Rd1 .

3https://fasttext.cc/docs/en/english-vectors.
html
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Fig. 3. (a) Naive concatenation
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Fig. 4. (b) Equal concatenation
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Fig. 5. (c) Superposing fusion

Fig. 6. Three different methods to merge both visual and textual streams.

3.2. Text Features

Intuitively, document images are characterized by their tex-
tual content within the second branch of the network. As most
document classifiers are based on text content, we use an off-
the shelf optical character recognition (OCR) engine to ex-
tract text, i.e. Tesseract OCR4, which is noisy and not as clean
as the training data. This OCR engine can conduct a fully
automatic page segmentation and deskewing which performs
affine transformation and rotation if needed. Recently, differ-
ent contextualized word embedding procedures (i.e. ELMO,
BERT, GPT, XLNet) have been proposed aiming to capture
and map semantic meaning in different contexts in order to
address the issue of polysemous and the context-dependent
nature of words. Traditional word vectors are shallow repre-
sentations (i.e. word2vec, Glove, FastText), and fail to cap-
ture higher-level information that might be more relevant.

Therefore, we focused on pre-trained bidirectional BERT-
base model, based on the transformer architecture using a
much faster and highly-efficient attention-based approach.
The tokenization process involves splitting input text into a
list of tokens that are available in the vocabulary, and gets
the embedding for each word in the sequence. Each word
of the sequence is mapped to an embedding vector that the
model will learn during training. BERT uses WordPiece to-
kenization technique to deal with out-of-vocabulary (OOV)
words, in which every OOV word is progressively splitted
into subwords. For the final layer of the BERT model, we
passed the last decoder stack output layer to a softmax layer
with categorical cross-entropy loss function.

3.3. Cross-Modal Features

As described in Fig.6, we represent three methods to combine
both visual and textual features from the two branches of our
cross-modal approach.
Naive concatenation: we directly concatenate the obtained
image embedding features X1 ∈ Rd1 and text embeddings
X2 ∈ Rd2 with their original dimensions. The generated
cross-modal features are given by:

Xa = [X1, X2], Xa ∈ Rd1+d2 (2)

4https://github.com/tesseract-ocr/tesseract

Equal concatenation: we add a fully connected layer fol-
lowing the original image embeddings to generate new image
embeddings having the same dimension as the text embed-
dings . Thus, the cross-modal features are the concatenation
of the two embedding features with same dimension:

Xa = [X1, X2], Xa ∈ R2d1 (3)

Superposing fusion: Rather than the concatenation, we show
that the two embedding features are superposed directly to
generate the cross-modal features. Note that the two embed-
ding features have the same dimension as the equal concate-
nation.

Xa = [X1 +X2], Xa ∈ Rd1 (4)

The softmax with categorical cross-entropy loss function is
introduced to perform document classification based on the
cross-modal embedding features.

4. EXPERIMENTS AND ANALYSIS

4.1. Dataset

In this section, we introduce the public Tobacco-3482 dataset
to conduct our experiments to demonstrate the effective-
ness of our cross-modal feature learning method. It contains
3482 grayscale scanned document images of ten categories:
ADVE, Email, Form, Letter, Memo, News, Notes, Report,
Resume and Scientific. Some representative images from the
dataset are shown in Fig. 1.

4.2. Implementation Details

We describe in this subsection the implementation details
used for our proposed cross-modal approach. We have trained
our networks on a NVIDIA Quadro GP100 GPU. All input
images are downsized to 331x331. The trained networks
are optimized with SGD, momentum of 0.9, learning rate of
0.001, and a step decay schedule. For the visual stream, L2
regularization was applied with a batch size of 16 for 100
epochs. Dropout is applied to the final softmax layer with
probability of 0.5. To minimize the high intra-class similarity
variations in document images, we trained our network with
shear transforms, as [10] suggested, with θ ∈ [−10◦, 10◦].

https://github.com/tesseract-ocr/tesseract


Table 1. Overall accuracy on the Tobacco-3482 dataset
Model Accuracy(%) ADVE Email Form Letter Memo News Notes Report Resume Scientific
Single-Modal (Image-NASNet) 96.25 1 1 0.96 0.94 0.98 1 0.90 1 0.78 0.90
Single-Modal (Text-Bert) 97.18 0.97 0.99 0.98 0.93 0.97 0.98 0.89 1 0.96 0.95
Multimodal Model [9] 87.8 0.93 0.98 0.88 0.86 0.90 0.90 0.85 0.71 0.96 0.68
Two Stream Model [8] 95.8 0.94 0.98 0.95 0.98 0.97 0.97 0.88 0.92 1 0.93
Cross-Modal (Naive Concat.) 99.14 1 0.99 0.96 1 1 1 1 0.98 1 0.98
Cross-Modal (Equal Concat.) 98.42 0.98 0.99 0.95 1 0.98 0.97 1 1 0.96 0.98
Cross-Modal (Superposing fusion) 99.71 1 1 0.97 1 1 1 1 1 1 1

Table 2. The Image-stream evaluation of best models from
different methods on Tobacco-3482 dataset

Method Accuracy(%)
AlexNet [12] 90.04
GooGleNet [12] 88.4
VGG-16 [12] 91.01
ResNet-50 [12] 91.13
MobileNetV2 [9] 84.50
InceptionV3 [8] 93.2

NASNet-Large 96.25

As for the text stream, it is trained with a batch size of 40,
and a sequence length of 128 for 50 epochs.

4.3. Evaluation and Ablation Analysis

To evaluate the effectiveness of our proposed cross-modal ap-
proach for document image classification, we firstly investi-
gate the performance of the single modalities based on vi-
sual and textual features. Then, we compare our cross-modal
method to the single modalities, and finally, to the state-of-
the-art methods based on two stream deep network.

In this work, we propose to use NASNet-Large to classify
the document images with only visual features. As shown in
Table 2, the NASNet-Large gains the best result of 96.25%
which outperforms the state-of-the-art single-modal method
based on the InceptionV3 network by a 3.05% margin. Note
that the NASNet-Large is pretrained on the ImageNet.

Besides, for the single-modal text pipeline, we tested
combined architectures such as CNN-LSTM and GRU on
top of Glove word embeddings as shown in Table 3. Results
demonstrate that BERT model achieves a new state-of-the-art
result of 97.18%, outperforming all existing methods with
a very high margin of 10.08%. Therefore, attention-based
approaches are highly-efficient operations thanks to their fast
run-time characteristics.

In addition, Table 1. compares the performance of the
three proposed methods to perform cross-modal feature learn-
ing classification. Naive concatenation raises the performance
of all classes except for the class Report where it falls by 2%,
while Email and Form classes’ performance did not raise. For

Table 3. Accuracy comparison of Text-stream state-of-the-art
models on Tobacco-3482 dataset

Method Accuracy(%)
FastText-CNN [9] 73.8
Feature Ranking (ACC2) [8] 87.1

Glove-CNN1D-LSTM 51
Glove-GRU 61
Bert 97.18

the second concatenation method, we compress image fea-
tures and concatenate them with the text features, having both
the same dimensional vector. As well, our cross-modal net-
work manages to raise the performance for all classes except
for the classes News and Form, where it drops by 1%. This
is mainly due to the highly overlapped categories (Form, Re-
port, Email) shown in Fig. 1. Finally, our cross-modal feature
learning approach with superposing fusion features, outper-
forms all current state-of-the-art methods with a significant
margin of 3.91% comparing to the two-stream methods, and
of 2.53% comparing to the single-modal proposed methods.
Thus, the superposing approach raises the performance of all
classes regarding their structural property differences.

Out of the three proposed methods that merge both text
and image features, the superposing fusion method jointly
learns more relevant information from textual content and vi-
sual features, achieving the best performance with 99.71%
classification accuracy.

5. CONCLUSION

This paper presents a hybrid cross-modal feature learning ap-
proach that leverages both text and image features to classify
document images. NASNet and BERT are proposed to ex-
tract image and text features respectively. With the proposed
fusion methods, our cross-modal approach outperforms all
current state-of-the-art methods either with single-modal or
multi-modal approaches. In future works, we intend to inves-
tigate the effectiveness of our cross-modal approach on the
larger RVL-CDIP dataset.
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