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Abstract—In this paper we present the importance of in-
cluding the user in the loop in a handwritten word spotting
framework. Several off-the-shelf query fusion and relevance
feedback strategies have been tested in the handwritten word
spotting context. The increase in terms of precision when the
user is included in the loop is assessed using two datasets of
historical handwritten documents and a baseline word spotting
approach based on a bag-of-visual-words model.
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I. INTRODUCTION

Within the field of document image analysis, handwritten
word spotting has received a lot of attention and is today
a quite mature research topic –the firsts word spotting
approaches applied to handwritten document images were
presented in the mid 90’s [1], [2].–

Handwritten word spotting methods can be broadly cate-
gorized into two main families. The first group consists of
the word spotting methods that are aimed at detecting just
a set of predefined words. These methods usually entail a
training step in which a model for each of the possible words
that the user wants to spot is built. Usually, these methods
are preferred in multi-writer scenarios, where the user wants
to assess whether a document contains one of the predefined
keywords or not. Some examples of this family are the works
proposed by Rodrı́guez-Serrano and Perronnin in [3] or by
Frinken et al. in [4]. One the other hand, there is another set
of word spotting methods which are more retrieval-oriented.
In that case, given a document collection which has been
indexed off-line, the user casts a word query and he wants
to retrieve from the image collection similar instances of that
word. In that case there is no training stage involved and the
user can query whatever word he wants. Some examples of
this family are the works proposed by Fornés et al. in [5]
or Terasawa and Tanaka in [6]. We target our work in that
second group of handwritten word spotting methods.

Although these word spotting methods can be seen as
a particular application of the information retrieval (IR)
field, very few works have taken advantage of common
strategies from the IR field. A clear example is the lack
of word spotting methods that include the user in the loop.

Just some works like the method by Bhardwaj et al. [7] or
the one by Cao et al. [8] propose to include a relevance
feedback step. They both use the Rocchio’s [9] well-known
relevance feedback method and they both show significant
improvements when including this feedback from the user.
Similar conclusions were drawn in the case of typewritten
word spotting in the work presented by Konidaris et al. [10]
and Kesidis et al. [11].

We present in this paper a study on the effect of taking the
user into account in a handwritten word spotting framework.
We test in this paper two different approaches, namely, query
fusion and relevance feedback. The former consists of asking
to the user to cast several queries instead of a single one
and somehow combine the results. The latter consists of
retrieving the similar words from the dataset and asking to
the user to provide some feedback about which results were
correct and which were incorrect. This relevance feedback
allows to provide an enhanced result list in a subsequent
iteration. Several off-the-shelf IR methods are applied in the
word spotting context. The increase in terms of precision
is assessed using two datasets of historical handwritten
documents and a baseline word spotting approach based on
a bag-of-visual-words model.

The remainder of this paper is organized as follows.
We overview in Section II the baseline handwritten word
spotting method and in Section III we present the document
image datasets and the evaluation measures. Section IV is
focused on the query fusion experiments whereas Section V
deals with relevance feedback. We provide in Section VI
the experimental results. We conclude and present some
discussion on Section VII.

II. BASELINE METHOD

In this section, we give the details of our word spotting
baseline method. Here, we assume that the words in the
document pages have been previously segmented by a layout
analysis step. Both the queries and the items in the database
are thus segmented word snippets. The way we describe
those word images is based on the bag-of-visual-words
(BoVW) model powered by SIFT [12] descriptors. We
present below an overview of the steps of this baseline



method (the interested reader is referred to our original
publication in [13]). We start with a clustering of SIFT de-
scriptors to build the codebook. Once we have the codebook,
word images are encoded by the BoVW model. In a last
step, in order to produce more robust word descriptors, we
add some coarse spatial information to the orderless BoVW
model.

A. Codebook generation

For each word image in the reference set, we densely
calculate the SIFT descriptors over a regular grid by using
the method presented by Fulkerson et al. in [14]. Three
different SIFT descriptor scales are considered. The grid
and scale parameters are dependent on the word sizes, and
in our case have been experimentally set. We can see in
Figure 1 an example of dense SIFT features extracted from
a word image. Because the descriptors are densely sampled,
some SIFT descriptors calculated in low textured regions
are unreliable. Therefore, descriptors having a low gradient
magnitude before normalization are directly discarded.

Figure 1. Dense SIFT features extracted from a word image.

Once the SIFT descriptors are calculated, by clustering the
descriptor feature space into k clusters we obtain the code-
book that quantizes SIFT feature vectors into visual words.
We use the k-means algorithm to perform the clustering of
the feature vectors. In this work, we use a codebook with
dimensionality of k = 20.000 visual words.

B. BoVW feature vectors

For each of the word images, we extract the SIFT de-
scriptors, and we quantize them into visual words with the
codebook. Then, the visual word associated to a descriptor
corresponds to the index of the cluster that each descriptor
belongs to. The BoVW feature vector for a given word
snippet is then computed by counting the occurrences of
each of the visual words in the image.

C. Spatial information

One of the main limitations of the bag-of-words-based
models is that they do not take into account the spatial dis-
tribution of the features. In order to add spatial information
to the orderless BoVW model, Lazebnik et al. [15] proposed
the Spatial Pyramid Matching (SPM) method. This method
roughly takes into account the word distribution over the
image by creating a pyramid of spatial bins.

This pyramid is recursively constructed by splitting the
images in spatial bins following the vertical and horizontal
axis. At each spatial bin, a different BoVW histogram
is extracted. The resulting descriptor is obtained by con-
catenating all the BoVW histograms. Therefore, the final
dimensionality of the descriptor is determined by the number
of levels used to build the pyramid.

In our experiments, we have adapted the idea of SPM to
be used in the context of handwritten word representation.
We use the SPM configuration presented in Figure 2 where
two different levels are used. The first level is the whole
word image and in the second level we divide it in its right
and left part and its upper, central and lower parts. With
this configuration we aim to capture information about the
ascenders and descenders of the words as well as information
about the right and left parts of the words. Since we used
a two levels SPM with 7 spatial bins, we therefore obtain
a final a descriptor of 140.000 dimensions for each word
image.

Figure 2. Second level of the proposed SPM configuration. Ascenders and
descenders information and right and left parts of the words is captured.

D. Normalization and Distance Computation

Finally, all the word descriptors are normalized by using
the L2-norm. In order to assess whether two word images
are similar or not, we use the cosine distance between its
feature vectors.

III. DATASETS AND EVALUATION MEASURES

To perform the experiments, we used two datasets of
handwritten documents that are accurately segmented and
transcribed. All the words having at least three characters
and appearing at least ten times in the collections were
selected as queries. The first image corpus (GW dataset)
consists of a set of 20 pages from a collection of letters by
George Washington [16]. It has a total of 4860 segmented
words with 1124 different transcriptions. That is 1847 word
snippets that are taken as queries, and that correspond to
68 different words. The second evaluation corpus (BCN
dataset) contains 27 pages from a collection of marriage
registers from the Barcelona Cathedral [17] having 6544
word snippets with 1751 different transcriptions. In that
collection we use 514 queries from 32 different words. We
can see an example of both datasets in Figure 3

In order to evaluate the performance of the different
user interaction methods in a word spotting framework we



a) b)
Figure 3. Example of pages from the a) George Washington and b)
Barcelona Cathedral collections.

have chosen to report the mean average precision mAP
measure [18]. Given the retrieved and relevant sets to a
query, ret and rel respectively, the mean average precision
is computed using each precision value after truncating at
each relevant item in the ranked list. For a given query, let
r(n) be a binary function on the relevance of the n-th item in
the returned ranked list and P@n the precision considering
only the n topmost results returned by the system. The mean
average precision is then defined as follows:

mAP =

∑|ret|
n=1(P@n× r(n))

|rel|
. (1)

IV. QUERY FUSION

One of the classic ways to enhance the retrieval results in
an IR scenario is to cast several queries instead of a single
one and somehow combine the results. This is particularly
interesting when the queries come from different modalities.
In the case of word spotting, asking the user to provide
several instances of the sought word might be advantageous
in order to overcome the variability of handwritten words.

We have tested three different fusion strategies. One
early fusion strategy where the queries are combined before
performing the retrieval and two late fusion strategies where
we perform as many retrieval as different queries and the
ranked lists are then combined. Let us detail these three
fusion methods.
• Early fusion is achieved by simply averaging the query

image descriptors and then normalizing again by the
L2-norm.

• CombMAX is a late fusion method that assigns the
maximum of all the scores per word image in the result
lists and re-sorts the final list.

• Borda Count is also a late fusion method in which
the topmost image on each ranked list gets n votes,

where n is the dataset size. Each subsequent rank gets
one vote less than the previous. The final ranked list is
obtained by adding all the votes per image and sorting.

V. RELEVANCE FEEDBACK

The most natural way to take into account the user in
an IR application is by means of relevance feedback. After
an initial retrieval step, the user is asked to provide some
feedback about which results were correct and which were
incorrect. This feedback about relevance allows to provide
an enhanced result list in the subsequent iterations.

Here, we have tested three different relevance feedback
methods from two different families. The Rocchio and the
Ide methods, are relevance feedback algorithms that follow
the idea of query reformulation whereas the relevance score
method is a re-ranking method. Relevance feedback methods
that follow the idea of query reformulation try to find, given
the relevance assessments, a new query point in the vector
domain that is closer to the positive samples and farther
to the negative ones than the original query point. On the
other hand, re-ranking methods, such as the relevance score
method, try to reorganize the original resulting list in terms
of the relevance assessments without casting any new query.
Let us detail these three relevance feedback methods.

A. Rocchio’s Algorithm

The Rocchio’s algorithm [9] is one of the most widely
used relevance feedback strategies in the IR field. At each
relevance feedback iteration, the Rocchio’s algorithm com-
putes a new query point in the descriptor space aiming to
incorporate relevance feedback information into the vector
space model. The modified query vector qm is computed as

qm = αqo +
β

|Dr|
∑

dj∈Dr

dj −
γ

|Dn|
∑

dj∈Dn

dj , (2)

where qo is the original query vector, and Dr and Dn the
sets of relevant and non-relevant handwritten word images
that the user has marked respectively. α, β and γ are the
associated weights that shape the modified query vector
with respect to the original query, the relevant and non-
relevant items. In our experimental setup we have chosen
the following values α = 1, β = 0.75 and γ = 0.25.

B. Ide Dec-hi Method

The Ide dec-hi method [19] is a variant of the Rocchio’s
algorithm usually known to perform slightly better in most of
the IR scenarios. Instead of considering all the non-relevant
items, it just takes into account the topmost ranked non-
relevant item dnon in order to compute the modified query
vector as

qm = αqo + β
∑

dj∈Dr

dj − γdnon. (3)



Table I
mAP FOR VARIOUS QUERY FUSION STRATEGIES

Baseline Early F. combMAX Borda

GW 0.4219 0.50409 0.46813 0.44749
BCN 0.3004 0.43471 0.38803 0.39929

In our setup we experimentally set the weighting values
to α = β = γ = 1.

C. Relevance Score

Finally, the relevance score algorithm presented in [20] by
Giacinto and Roli is a re-ranking method. The idea behind
the algorithm is that for each word image in the resulting
list we assign the ratio between the nearest relevant and the
nearest non-relevant word images as the new score for this
particular image. The relevance score RS is computed as
follows:

RS(x, (Dr, Dn)) =

(
1 +

mindj∈Dr
d(x,dj)

mindj∈Dn
d(x,dj)

)−1
, (4)

where x is the feature vector of any image in the dataset and
d(·, ·) is the cosine distance between two handwritten word
descriptors. The new resulting list is obtained by re-ranking
the word list in terms of their relevance scores.

VI. EXPERIMENTAL RESULTS

First, we can see some qualitative results for both col-
lections in Figure 4. Although some false positives appear
in the first ten responses, it is interesting to notice that this
false positive words are visually similar to the query.

A. Query Fusion

In order to test the fusion methods we ask the user to cast
three simultaneous queries to the system. For each collection
all the possible combinations of three queries for all the word
classes are tested and the mAP averaged. We can observe
the obtained results in Table I. We can see that all the fusion
methods outperform the baseline method in both collections.
In addition, early fusion performs better than the two late
fusion strategies for both collections as well. There are no
significant differences between the two late fusion strategies.

B. Relevance Feedback

In order to test the three relevance feedback methods,
we ask the user to give relevance on the first ten retrieved
images. We guarantee that at least one positive and one
negative sample are provided by taking the topmost ranked
from each category. We can see in Table II the obtained
results.

We can observe that when using any of the relevance feed-
back strategies, the results clearly outperform the baseline
handwritten word spotting system for both collections. In
both cases the best method is the Ide Dec-hi method which
clearly performs better than the rest.

Table II
mAP FOR VARIOUS RELEVANCE FEEDBACK METHODS

Baseline Rocchio Ide RS

GW 0.4219 0.48215 0.60345 0.56977
BCN 0.3004 0.41532 0.47197 0.36321

In Figure 5 we show the evolution of the mAP measure
depending on how many retrieved images the user has
provided feedback. Obviously, the more images the user is
asked to mark, the best the final performance is. Although
in Table II the performance between Rocchio’s method and
relevance score varied depending on the dataset, we can see
from Figure 5, that when asking for more relevance assess-
ments, we have the same behavior in both datasets, where
the Ide and relevance score methods outperform Rocchio’s
algorithm. Of course, depending on the application, asking
for a manual labeling of so much images would not be
feasible and a trade-off between manual effort and system’s
performance has to be achieved.

C. Time Complexity

Finally, we report in Table III the average times taken for
each of the methods. Regarding the query fusion methods,
the early fusion strategy is as costly as the baseline, since in
both scenarios just one query is casted, on the other hand,
the late fusion methods are more computationally expensive
since we cast three queries instead of one. Regarding the
relevance feedback experiments, the reported times in Ta-
ble III correspond to the time to compute the second result
list. In that case, both Rocchio and Ide methods are like
casting a new query to the system whereas the relevance
score method is much more faster since it only has to re-
rank the first obtained list. On the other hand, the relevance
score method needs to have precomputed all the distances
among words in the collection.

VII. CONCLUSIONS AND DISCUSSION

In this paper we have presented a study on the inclusion of
the user in the loop in a handwritten word spotting scenario.
By asking the user to cast several queries instead of a single
one or to provide relevance assessments on the retrieval
results, we achieve significant increases of performance.
Several off-the-shelf methods have been implemented and
the performance increase has been demonstrated using two
datasets of historical handwritten documents and a baseline
word spotting approach based on a bag-of-visual-words
model.

Considering that word spotting is a retrieval application,
it should be natural that user interaction mechanisms such
as relevance feedback are also taken into account when
proposing new word spotting scenarios. In our particular
setup, the best results were obtained by using the Ide dec-
hi method when asking few relevance assessments to the



a)

b)
Figure 4. Queries and qualitative results for the a) BCN collection and b) GW collection.

Table III
AVERAGE TIME PER QUERY FOR ALL THE QUERY FUSION AND RELEVANCE FEEDBACK METHODS

Baseline Early F. combMAX Borda Rocchio Ide RS

Average time (secs.) 0.3429 0.3559 1.0567 1.0331 0.3672 0.3677 0.0968
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Figure 5. Evolution of the mAP depending on the amount of words with feedback from the user; a) for the GW collection, b) for the BCN collection.

user, whereas when it is feasible to ask for more manual
effort from the user, the performance of the relevance score
method is also competitive.

As a future research line, we would like to extend this user
interaction to other word spotting methods. Here the main
problem we face is that most of the tested methods are just
valid when the queries are represented by a feature vector of
fixed size. Many times, handwritten words are represented

by features extracted from columns or sliding windows, such
as in [16]. In those cases early fusion strategies are hard
to apply as well as query reformulation based relevance
feedback strategies as the Rocchio or Ide methods.
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