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Abstract

Reading text in images has attracted interest from computer vision researchers for
many years. Our technology focuses on the extraction of structured text — such as serial
numbers, machine readings, product codes, etc. — so that it is able to center its attention
just on the relevant textual elements. It is conceived to work in an end-to-end fashion,
bypassing any explicit text segmentation stage. In this paper we present two different
industrial use cases where we have applied our automatic structured text reading technol-
ogy. In the first one, we demonstrate an outstanding performance when reading license
plates compared to the current state of the art. In the second one, we present results on
our solution for reading utility meters. The technology is commercialized by a recently
created spin-off company, and both solutions are at different stages of integration with
final clients.

1 Introduction

Text is omnipresent in man-made environments, and conveys important, semantic informa-
tion about the world around us. Everyday tasks require humans to read and act upon all sorts
of textual information. In industry, text is habitually used to transmit structured information
such as numeric values, serial numbers, machine readings, product codes, etc. Such kind
of textual information is not easy to read by human operators. The human reading process
is based on word-level processing of the textual content, and any structured textual content
requiring a character-by-character interpretation is not natural for humans to read. As such
humans often err when reading such content. The fact that such structured text is habitu-
ally presented in complex scenarios, and that a single reading mistake can have important
consequences, aggravates the situation. When it comes to structured text, machine-based
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automated reading software can be the solution, but instead of a generic OCR a different
approach is needed, adaptable and specialized to each reading domain.

Although OCR engines, able to convert document images to electronic text, have been
around for several decades, we have seen in the last years a revolution in this field powered
by the latest advancements in deep learning. Nowadays, state of the art methods are able
to locate and read text not only in scanned documents but also in natural scenes “in the
wild” [3, 4, 7]. However, scene text recognizers are often designed to work with a closed
vocabulary, and thus tend to perform badly when dealing with structured text that cannot
be explicitly incorporated in any lexicon, such as price tags, utility meter readings, license
plates, serial numbers, etc. Our proposed solution is not yet another OCR, in the sense
that we do not want it to read all the text within an image, but to focus only on a specific
textual pattern. Our recognition models are carefully tailored to work in specific industrial
scenarios. By training ad-hoc models, we guarantee an important recognition accuracy, but
also, we are able to extract just the text that is deemed important for the user, ignoring the
rest of non-relevant textual information appearing in the image.

Another noteworthy aspect of our proposed approach, is that it is able to directly process
incoming images and output their corresponding readings, without any explicit text segmen-
tation step. State-of-the-art scene text extraction methods typically localize first text regions
in the image and then feed them to a recognition process. Any localization errors affect the
subsequent text recognition step. In order to overcome this, over-segmentation strategies are
usually adopted, e.g. [2, 4]. Our proposed solution on the other hand, avoids any explicit
localization step, and allows instead end-to-end recognition of structured text in images.

Our technology was born in the Computer Vision Center, and is being commercialized
today by a new spin-off company, AllRead Machine Learning Technologies. The first com-
mercial use cases that have been rolled out are focused on the digitization of manual pro-
cesses that involve reading specific textual information, such as utility meters, measurement
instruments or printed identification codes. In this paper, after a brief presentation of our
solution, we will present the results obtained first on a public dataset for license plates, and
then on one of our industrial use cases for reading utility meters.

2 Reading Structured Text

Our proposed solution is based on a convolutional neural network that processes images
and outputs the desired structured texts in a single shot. The network is composed of a
convolutional backbone followed by stacking several independent fully connected layers,
each one with a Softmax activation producing a probability distribution over the n possible
classes for each expected symbol of the final reading. The n outputs of the network are then
treated as a typical classification output and trained using the Cross-Entropy loss function.
Intuitively for the network being able to read in an end-to-end manner it has to take into
account global information extracted over the entire image to make the individual symbol
predictions. The initial convolutional layers extract visual features of the whole image, while
the fully connected layers specialize in predicting the output probabilities for each symbol.
This end-to-end model has several benefits over traditional methods of robust reading.
First, the network can be trained with full images, without any explicit segmentation, and
directly optimizes the end-to-end reading performance. Second, the particular design of the
network allows for real time reading speeds while achieving high reading accuracy.
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3 License Plate Reading

Automatic license plate recognition has been addressed within the computer vision commu-
nity for many years. It is particularly interesting for security and surveillance applications. In
order to assess the performance of our solution and compare its accuracy against the state of
the art, we decided to use as benchmarking test the recent CCPD dataset of Chinese license
plates [12]. The dataset is composed of 250,000 images with ground truth annotations of
the license plate position and transcription. Each Chinese license plate number is comprised
of a Chinese character, a letter, and five letters or numbers. The CCPD dataset comes from
several test sets with images having different problematics (see Fig. 1) such as blur, distance,
illumination, weather conditions, etc.

Figure 1: Sample images from the CCPD [12] dataset

Method Test Set
Base DB FN Rotate Tilt Weather Challenge

Cascade [11] + HC [10] 69.7 672 69.7 0.1 3.1 52.3 30.9
SSD300 [6] + HC [10] 983 96.6 959 884 915 87.3 83.8
YOLO9000 [8] + HC [10] 98.1 96.0 882 845 885 87.0 80.5
Faster-RCNN [9] + HC [10] 97.2 944 909 829 873 85.5 76.3
TEZ2E [5] 97.8 948 945 879 921 86.8 81.2
RPNet [12] 985 969 943 908 925 87.9 85.1
Ours 99.0 977 947 975  98.0 96.6 82.6

Table 1: End-to-end recognition on the test subsets of the CCPD Dataset. DB and FN denote
the Dark/Bright and Far/Near test subsets respectively. HC denotes Holistic-CNN [10].

We present in Table | the reached end-to-end recognition accuracy in comparison with
the different state-of-the-art baselines presented in [12]. Our proposed solution outperforms
the rest of approaches in most of the test sets. It is worth to note its notable improvement
in scenarios in which we have rotation, tilt or weather conditions. In such test sets methods
that first try to segment the license plate for a latter recognition tend to be damaged, whereas
since our method bypasses such segmentation, our performance is maintained.

4 Utility Meters Reading

A 2014 European Commission report [ 1] on the deployment of smart metering estimated that
close to 200 million smart meters for electricity and 45 million for gas will be rolled out in the
EU by 2020. This represents a potential investment of €45 billion. However such estimates
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are still far from complete roll-out. In order to automate the process of consumption reading,
utility companies allow users to submit a legally binding photograph of their meters. In
such cases, to automatically extract the meter reading entails important economical benefits.
Our solution has been implemented by a utility company and is currently processing 8,000
images per week. Such images are captured and sent by the end users and there are over
forty different meter models represented in them (see Fig 2).

Figure 2: Examples of utility meters. Public domain images similar to the ones in our private
dataset shown for illustrative purposes.

We present below, one of our latest benchmark studies carried out with over a million
annotated images. Although most of the meter models register the reading with five digits,
some less frequent meters have either four or six digits. We show in Table 2 the different
distribution of this dataset, where we can appreciate how unbalanced the distribution of meter
models is. Since reading errors might be critical when it comes to bill incorrect amounts,

Set  4digits  5digits 6 digits Total

Train 30,189 836,589 7,238 874,016
Test 7,603 209,073 1,829 218,505
Total 37,792 1,045,662 9,067 1,092,521

Table 2: Utility meters dataset statistics.

Coverage 4 digits 5 digits 6digits  All
100 91.80 94.49 85.57 94.33

95 96.06 98.17 89.42  98.03
90 99.48 99.37 92.78  99.42
75 99.92 99.89 99.19 9991

Table 3: End-to-end recognition rates at different test dataset coverage points.

we set up a rejection strategy for the images that present a confidence score below a certain
threshold. We present in Table 3 the obtained results at different coverage points. From
this table we can see that when forwarding a 10% of the images to manual inspection, the
remaining 90% of the images are automatically processed with an accuracy beyond 99%.

5 Conclusions

In this paper we have presented two industrial use cases where we have applied our auto-
matic structured text reading technology. Our solution outperforms the current state-of-the-
art methods on license plate recognition, by bypassing any explicit text segmentation step.
We also presented the utility meter use case where our solution has been implemented. It
currently processes 8,000 images per week with an accuracy beyond 99% when applying a
rejection strategy.
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